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ABSTRACT
A pulsar dynamic spectrum is an inline digital hologram of the interstellar medium; it encodes information on the propagation
paths by which signals have travelled from source to telescope. To decode the hologram it is necessary to “retrieve” the phases
of the wavefield from intensity measurements, which directly gauge only the field modulus, by imposing additional constraints
on the model. We present a new method for phase retrieval in the context of pulsar spectroscopy. Our method makes use of the
Fast Iterative Shrinkage Thresholding Algorithm (FISTA) to obtain sparse models of the wavefield in a hierarchical approach
with progressively increasing depth. Once the tail of the noise distribution is reached the hierarchy terminates with a final,
unregularised optimisation. The result is a fully dense model of the complex wavefield that permits the discovery of faint signals
by appropriate averaging. We illustrate the performance of our method on synthetic test cases and on real data. Our algorithm,
which we call H-FISTA, is implemented in the Python programming language and is freely available.

Key words: ISM: general – methods: data analysis – pulsars: general – pulsars: individual: PSR J0837+0610 – pulsars:
individual: PSR J1939+2134

1 INTRODUCTION

Although not the most numerous of astronomical radio sources, pul-
sars are individually amongst the most informative for studies of
multipath propagation of radiowaves through the interstellarmedium
(ISM) (e.g. Rickett 1990). Interference fringes between these vari-
ous paths have high visibility, because of the small size of the pulsar
radio emission region, and a single dynamic spectrum may contain
a great deal of information on the structure and kinematics of the
scattering material (free electrons, typically) along the line-of-sight
to the source. Studying these propagation effects is important both
for understanding the ISM itself and for characterising the associated
signal delays—which can be a significant source of systematic error
in pulsar timing experiments (e.g. Lorimer & Kramer 2004; Verbiest
et al. 2020).
Many studies of radio pulse propagation in the ISM have con-

centrated on statistical properties, such as the spectral and temporal
widths of the signal autocorrelations, i.e., the scintillation timescale
and bandwidth (or its inverse, the pulse broadening time). These
quantities can be readily measured (e.g. Cordes et al. 1985; Gupta
et al. 1994; Bhat et al. 2004), and theoretical predictions are avail-
able for a variety of models of the scattering material (e.g. Goodman
& Narayan 1985; Lambert & Rickett 1999). A diverse collection of
statistical properties, including measures that are not derived from
pulsar observations, have been shown to be broadly consistent with
a Kolmogorov spectrum of inhomogeneities in the ionised ISM over
a very wide range of spatial scales (Armstrong et al. 1995). How-
ever, the observational data on both pulsars and quasars sometimes
show features that are inconsistent with Kolmogorov turbulence (e.g.
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Cordes & Wolszczan 1986; Fiedler et al. 1987; Rickett et al. 1997;
Brisken et al. 2010; Geyer et al. 2017). These anomalies are not un-
derstood, but it is clear that they cannot be fully characterised by a
small number of statistical measures. The high information content
of individual pulsar dynamic spectra makes spectroscopy an attrac-
tive approach for investigating the cause of these anomalies, and to
that end techniques for extracting the information are needed.
One such technique that has proved valuable is to study the power

spectrum of the dynamic spectrum — a quantity that is often re-
ferred to as the “secondary spectrum”. Applying that method to high
resolution, high signal-to-noise data Stinebring et al. (2001) discov-
ered that power is often concentrated along parabolic loci in the
Fourier domain, with signal delay (conjugate to radio frequency) be-
ing proportional to the square of the signal doppler-shift (conjugate
to the sample time). The preponderance of parabolic arcs in pulsar
secondary spectra is now understood to be entirely a result of the
scattering geometry — see Cordes et al. (2006) and Walker et al.
(2004). The material responsible for scattering the radiation is not
distributed uniformly along the whole line-of-sight, but is tightly
concentrated at one or more distances. Thus the scattering medium
can be considered to be a collection of thin screens. And the visi-
bility of the scintillation arcs is greatly enhanced if the scattering is
significantly anisotropic.
Although secondary spectrum analysis has provided some impor-

tant insights it is not without its problems. Chief amongst these is
the fact that in strong scattering the secondary spectrum can be very
complicated and difficult to interpret. The source of this difficulty
is easy to spot: the secondary spectrum is actually fourth-order in
the wavefield – i.e. the electric field, ℎ(𝜏, 𝜔), as a function of de-
lay (𝜏) and doppler-shift (𝜔) – being the squared modulus of the
convolution of the wavefield with the complex conjugate of itself.
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2 Osłowski & Walker

Figure 1. Illustrating the relationships between wavefield, ℎ (𝜏, 𝜔) = F (𝐻 ) (left panel; only the modulus |ℎ | is shown), dynamic spectrum, 𝐷 (𝜈, 𝑡) = |𝐻 |2
(middle panel), and secondary spectrum 𝑆 (𝜏, 𝜔) = |F (𝐷) |2 (right panel). The secondary spectrum can also be written as 𝑆 = |ℎ∗ ⊗ ℎ |2, where ⊗ denotes
convolution. The dynamic spectrum is the measured quantity in practice, and from it the secondary spectrum is easily evaluated; determining the wavefield
requires much more work but the result can offer immediate insights.

The relationships between the wavefield, the dynamic spectrum and
the secondary spectrum are illustrated in Fig. 1. The main point to
observe in this figure is that a simple and highly sparse wavefield
yields a complicated and dense distribution of power in the sec-
ondary spectrum; the slightly whimsical choice of field structure in
this illustration serves to emphasise the clarity of the wavefield as a
representation of the signal.

Unfortunately the wavefield is not easy to determine. The problem
is that the dynamic spectrum tells us only the dynamic field am-
plitude, |𝐻 (𝜈, 𝑡) |, whereas we also need the phase of 𝐻 in order to
determine the wavefield (via a two-dimensional Fourier transform).
By construction, 𝐷 (𝜈, 𝑡) = |𝐻 (𝜈, 𝑡) |2, the dynamic spectrum obliter-
ates phases. Another way of thinking about the challenge is to focus
on the circularity: the Fourier transform of the dynamic spectrum is
�̃� = ℎ∗ ⊗ ℎ, so we need to deconvolve ℎ∗ from the observed �̃� in
order to arrive at ℎ. The process of discovering ℎ from its convolution
is prone to error, leading to an imperfect deconvolution, so that our
estimate of ℎ is contaminated by features belonging to the conjugate,
or “twin” image, ℎ∗.

Two methods are known that use particular properties of radio
pulsar signals to gain access to the wavefield. One is to form a
direct estimate of the dynamic impulse response function, ℎ(𝜏, 𝑡),
by extracting sequences of voltages from a baseband recording of
a set of giant pulses — under the assumption that these signals are
unresolved impulses at source (Main et al. 2017). The wavefield
then follows by Fourier-transforming over the sample time, 𝑡. This
approach has the disadvantage that it is restricted in its applicability
to the small fraction of pulsars that exhibit giant pulses. The second
method exploits the periodic nature of the pulsar signal to construct an
intrinsically complex estimator, the cyclic spectrum, which preserves
the phase of the signal (Demorest 2011). The principal disadvantage
of cyclic spectroscopy is that it only manifests substantial phases
for signals with propagation delays that are large compared to the

pulse-width (Walker et al. 2013), whereas we are typically interested
in all of the scattered signal components, not just those with large
delays. Indeed sometimes the vast majority of the signal is delayed by
only a small fraction of the pulse width — e.g. in the case of nearby,
long-period pulsars observed at high radio frequencies. Consequently
cyclic spectroscopy, although very helpful, is not a panacea.
In this paper we consider the limiting case of pulsar dynamic

spectra, where there is no explicit phase information in the data and
the phases must somehow be “retrieved” from measurements of |𝐻 |
alone. Phase retrieval is a procedure that is encountered in many
scientific fields and is known to be a difficult problem (see, e.g., the
review by Shechtman et al. 2015). The general approach is to im-
pose strong additional requirements on the wavefield, beyond simply
matching the data, so that a unique solution can be obtained. Bearing
in mind that the dynamic spectrum consists of 𝑁 real numbers, while
the dynamic field is described by 𝑁 complex numbers, it is clear that
we need an absolute minimum of 𝑁 additional constraints in order
to make a unique solution possible (number of unknowns equal to
the number of constraints). And in practice, with noisy data, it is
necessary to have a lot more constraints than unknowns in order to
obtain a good solution.
For many years the hybrid input-output (HIO) map of Fienup

(1982) was the principal workhorse for phase retrieval. HIO is an
iterative algorithm that utilises alternating projection operators to
approach the solution: one projection, the Fourier modulus projec-
tion, forces the iterate to match the data, while the other, the support
constraint, forces it to lie within a small, predefined region of the
solution space. It is now known that HIO is one specific example
of a broader category known as Difference Map algorithms (Elser
2003), in which a variety of constraints can be formulated as pro-
jection operators and used in conjunction with the Fourier modulus
projection.
In our application we automatically have a support constraint: any
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scattered signal must have non-negative delay relative to the direct
line-of-sight, so ℎ(𝜏, 𝜔) = 0 ∀ 𝜏 < 0. This provides us with 𝑁/2
complex constraints, in addition to the 𝑁 real data constraints, result-
ing in exactly as many constraints as unknowns — barely sufficient
to obtain a solution even in the case of zero measurement noise. If it
happens that the scattering takes place in only one plane on the sky
then our solution space need only be one-dimensional, and in this
situation the model wavefield is very tightly constrained by the two-
dimensional dataset (Baker et al. 2022; Sprenger et al. 2022). In the
more general case of a two-dimensional scattered image we need to
impose additional, strong restrictions on the solution. A tight support
constraint cannot be employed because we don’t have prior knowl-
edge of where the signal is located, so HIO is not a natural choice
of phase retrieval algorithm in this context. But we can instead look
for a sparse solution, as was done by Walker & Stinebring (2005)
and Walker et al. (2008) using a method fashioned after the CLEAN
algorithm.1 In this paper, rather than CLEAN-ing, we take advantage
of recent developments in large-scale, sparse optimisation; specifi-
cally, the Fast Iterative Shrinkage Thresholding Algorithm (FISTA)
of Beck & Teboulle (2009) (see also Beck 2017), which we adapt
to the context of phase retrieval for pulsar dynamic spectra. Our
approach was inspired by the “Wirtinger Flow” phase retrieval algo-
rithm of Candes et al. (2014).
In FISTA, sparsity is induced by including the 𝑙1 norm (1-norm)

of the solution as one part of a composite objective function that
is minimised, the other part being the sum of squared-differences
between model and data. The level of sparsity in the solution is
controlled by the level of regularisation, i.e. the weight that is given
to the 𝑙1 norm in the composite objective. Clearly there is a trade-off
here: high levels of regularisation help to define a unique solution,
but if that solution is too sparse then it cannot provide an accurate
model of the data; on the other hand insufficient regularisation may
lead to solutions for ℎ that are strongly contaminated by the twin
(conjugate) image, ℎ∗. To deal with this issue we do not construct
our solution via a single optimisation, but rather a sequence of FISTA
optimisations using progressively lower levels of 𝑙1 regularisation. In
this way we seek to navigate to a model of the wavefield that is free
of contamination by the twin image, yet is as detailed and accurate
as possible — i.e. limited by the measurement noise in the data. We
refer to this approach as “hierarchical-FISTA”, or H-FISTA for short.
We provide the source code of our implementation publicly2.
This paper is structured as follows. In the next sectionwe set out the

details of the hierarchical FISTA approach, as we have designed it,
including some explanation of the rationale for the particular choices
that were made in this design. The performance of H-FISTA on syn-
thetic test data is shown in §3, including both noiseless and noisy
cases. Although the noiseless case is artificial it is nevertheless of
interest in that it represents a limiting condition; perfect reconstruc-
tion is shown to be possible in this case. In §4 we apply H-FISTA
to real pulsar data, with all the potential complications that brings
(e.g. radio-frequency interference). We demonstrate the results of
applying H-FISTA to two observed dynamic spectra: one from the
slow pulsar J0837+0610, for which the scattering is practically one-
dimensional, and thus the wavefield is highly sparse; the other from
the millisecond pulsar J1939+2134, which exhibits a dense wave-
field and is therefore less well matched to our method of solution.
Discussion and conclusions follow in § 5 and 6.

1 The CLEAN algorithm (Högbom 1974) is commonly used for deconvolu-
tion in the context of interferometric imaging in radio astronomy.
2 https://github.com/sosl/H-FISTA

2 MODELLING WITH HIERARCHICAL FISTA

We begin by describing how a sparse model is obtained using 𝑙1
regularisation in the FISTA algorithm, before turning to our hierar-
chical implementation in which the strength of the regularisation is
progressively decreased.

2.1 Obtaining a sparse model with regularisation

Acommonly usedmethod for obtaining sparsemodels is to employ 𝑙1
regularisation when fitting to data — an approach that is sometimes
referred to as the least absolute shrinkage and selection operator or
LASSO. This method originated in geophysics (Santosa & Symes
1986) and was independently rediscovered in statistics by Breiman
(1995). It is also widely used in some machine learning algorithms;
for example, it is used to avoid overfitting and to perform feature (i.e.,
parameter) selection (e.g., Schmidt et al. 2019).
The method works by including an additional term in the demerit

function3, equal to the 𝑙1 norm of the model parameters:

𝐹 = 𝑓 + 𝜆 | |ℎ| |1, (1)

where ℎ represents the model, 𝜆 (≥ 0) is the regularisation factor,
| | · | |1 is the 𝑙1 norm, 𝐹 is the total demerit function, and 𝑓 is ameasure
of the goodness of fit — typically the sum of squared differences
between model and data. Inclusion of the 𝑙1 norm induces sparsity
in the model because non-zero components contribute significantly
to the demerit even if they are small.
An important consequence of including the 𝑙1 term in the demerit

function is that the latter is no longer differentiable, which renders
many traditional methods of optimisation not usable. Instead, the
proximal gradient method must be used, as described in the excellent
monograph by Beck (2017). The proximal gradient method relies
on the existence of a well-defined and easily calculable proximal
operator appropriate to the non-differentiable part of the demerit. In
our case, where that part is the 𝑙1 norm, the appropriate operator
is the soft-thresholding operator, leading to the iterative shrinkage-
thresholding algorithm (ISTA, Beck 2017) for minimising 𝐹.
Each iteration of ISTA yields an updated model, ℎ𝑘+1, from that

at the previous iteration, ℎ𝑘 , by stepping down the gradient of 𝑓 and
then applying the proximal operator to the result:

ℎ𝑘+1 = prox
(
ℎ𝑘 − 1

𝐿
∇ 𝑓 (ℎ𝑘 )

)
, (2)

where 𝐿 is the appropriate value of the Lipschitz constant and ∇ is
the gradient with respect to ℎ. Examining the argument of the prox
operator in equation 2 we recognise that the update follows a form
similar to that of Newton’s method for root-finding, with 𝐿 playing
the role of a curvature of 𝑓 with respect to ℎ. In §2.3.1 we explain
the role of the Lipschitz constant in more detail.
For the demerit given in equation 1, the prox operator in equation 2

is soft-thresholding at threshold 𝜆/𝐿, defined by:

prox(ℎ) ≡ max
(
|ℎ| − 𝜆

𝐿
, 0

)
ℎ

|ℎ| . (3)

This definition is suitable for our application in which the model, ℎ,
is complex. We note that using any non-trivial level of regularisation
(𝜆 > 0) leads to values of the model parameters that are biased away
from the best fit (minimum 𝑓 ) for a given support. On the other hand,
when we set 𝜆 = 0, the prox operator becomes the identity operator
and ISTA can thus be used for unregularised optimisation.

3 The demerit function is also called cost, loss, or error function
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In practice we do not use ISTA, but FISTA — the fast iterative
shrinkage-thresholding algorithm of Beck & Teboulle (2009) (see
also Beck 2017). FISTA is a first order method, requiring gradient
evaluations but not curvatures; it was inspired by thework ofNesterov
(1983). As the name suggests, FISTA typically converges rapidly.
On convex problems, i.e. where the goodness of fit is a convex
function of the model parameters, the excess demerit (relative to
its minimum value) shrinks with iteration number, 𝑘 , at least as
rapidly as 1/𝑘2. This is much faster than ISTA, which converges as
1/𝑘 . Phase retrieval is known to be a non-convex problem (Bauschke
et al. 2002), so in our case these guaranteed convergence rates do not
apply.
Rather than the ISTA update given in equation 2, the FISTAmodel

update is evaluated from a sequence of auxiliary points, 𝑦𝑘 , that lie
close to, but distinct from the model:

ℎ𝑘+1 = prox
(
𝑦𝑘 − 1

𝐿
∇ 𝑓 (𝑦𝑘 )

)
. (4)

The sequence of auxiliary points is in turn specified by

𝑦𝑘+1 = ℎ𝑘+1 +
(−1 + 𝑡𝑘 )
𝑡𝑘+1

(ℎ𝑘+1 − ℎ𝑘 ) , (5)

in terms of the model, ℎ, and the scaling parameter

𝑡𝑘+1 =
1 +

√︃
1 + 4 𝑡2

𝑘

2
. (6)

To begin the sequence we must choose an initial model, ℎ0, and the
other two variables are initialised thus: 𝑦0 = ℎ0; and, 𝑡0 = 1.
The fact that FISTA only requires evaluation of the gradient at

each step gives it a big speed advantage over methods that require
also evaluation of elements of the Hessian (curvature terms); thus
FISTA is a good choice for large-scale optimisation problems such
as we address in this paper.
Because 𝑓 is real valued, it cannot be an analytic function of the

model wavefield parameters, which are complex, and thus derivatives
as they are usually defined on the complex plane do not exist. Instead
we use Wirtinger derivatives to form the gradient, as described in
appendix A.
It is important to be aware that FISTA’s progress to a solution is

in general not monotonic. This behaviour comes about because the
iteration, viewed as a dynamical evolution, includes a “momentum-
like” term – the second term on the right-hand-side of equation 5
– which causes the trajectory to overshoot when it passes close to
the minimum (Su et al. 2016). If a monotonic sequence is desired
it can be achieved by restarting FISTA, with ℎ0 taken as the model
corresponding to the minimum demerit achieved on the current tra-
jectory (Beck 2017). For our application it is unimportant whether or
not the evolution is monotonic and therefore we have not employed
restarting.
To summarise, the FISTA algorithm is:

Input: 𝐿 - the Lipschitz constant
𝜆 - regularisation parameter
ℎ0 - initial model of the wavefield

Step 0: 𝑡0 = 1
𝑦0 = ℎ0

Step k+1: ℎ𝑘+1 = prox
(
𝑦𝑘 − 1

𝐿
∇ 𝑓 (𝑦𝑘 )

)
𝑡𝑘+1 =

1+
√︃
1+4 𝑡2

𝑘

2
𝑦𝑘+1 = ℎ𝑘+1 + (−1+𝑡𝑘 )

𝑡𝑘+1
(ℎ𝑘+1 − ℎ𝑘 )

2.2 The demerit function

Weseek amodelwavefield, ℎ(𝜏, 𝜔), that fits the data, i.e. the observed
dynamic spectrum 𝐷 (𝜈, 𝑡). The model dynamic spectrum is simply

𝑍 (𝜈, 𝑡) = 𝐻 (𝜈, 𝑡) 𝐻∗ (𝜈, 𝑡), (7)

in terms of the dynamic field,4 𝐻, where

𝐻 = F −1 (ℎ) , (8)

and F −1 (·) denotes the inverse Fourier transform. We thus form the
residual, 𝑅 = 𝑍 − 𝐷, between model and data, and the goodness of
fit is gauged by the sum of squared residuals:

𝑓 (ℎ) ≡ 1
2

∑︁
𝜈,𝑡

𝑅2. (9)

And finally we have the real-valued demerit function which depends
on the complex-valued wavefield ℎ:

𝐹 (ℎ) = 𝑓 (ℎ) + 𝜆 | |ℎ | |1 (10)

In practice it is convenient to implement different levels of regular-
isation for different regions of the modelling space, as follows. The
solution we seek lies in the positive delay half-space, so we exclude
negative delay components from the model by imposing regularisa-
tion with 𝜆 = ∞ on the region 𝜏 < 0. In the positive delay half-space,
by contrast, we have a finite value for 𝜆. A small fraction of the pos-
itive delay components have already been established (by previous
FISTA optimisations) as a necessary part of the model, so they are
optimised without regularisation (𝜆 = 0), in order to avoid bias —
these are referred to as “approved” components in this manuscript.
Consequently the demerit function that we use in practice has the
form

𝐹 (ℎ) = 𝑓 (ℎ) + | |Λ � ℎ| |1, (11)

where Λ is a matrix of regularisation factors, and � indicates the
Hadamard product (i.e., element-wise multiplication); and each el-
ement of Λ takes one of three values — 0, 𝜆, or ∞. Similarly, we
replace the scalar regularisation factor 𝜆 in the prox operator (3) with
the matrix Λ.5

2.3 Backtracking to the Lipschitz constant

The guaranteed convergence properties of FISTA on convex prob-
lems, mentioned in the previous section, depend on knowing the
appropriate value of the Lipschitz constant for ∇ 𝑓 . It is determined
by the requirement

| |∇ 𝑓 (𝑦) − ∇ 𝑓 (𝑥) | | ≤ 𝐿 | |𝑦 − 𝑥 | |, (12)

for all possible choices of 𝑥, 𝑦 within the region of interest. For
some particular examples of functions, 𝑓 , it is possible to evaluate 𝐿
analytically, but we have not been able to establish an analytic result
in our case. Instead we proceed by making an initial estimate of 𝐿,
as described in Appendix B, and then at each iteration of FISTA
we check for consistency; this procedure is known as “backtracking”
(Beck & Teboulle 2009; Beck 2017).
If we make an estimate of 𝐿 that is too large then FISTA will

4 This quantity is called the filter in Walker et al. (2013).
5 After developing this approach we became aware that non-uniform 𝑙1 reg-
ularisation has previously been proposed in bioinformatics by Zeng et al.
(2020), who refer to the method as “differential shrinkage”, and their whole
algorithm as “xtune LASSO”.
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converge more slowly than it would with an accurate value of 𝐿.
On the other hand, if the current estimate of 𝐿 is too small then
FISTA may not converge at all — which is a much more serious
problem. Consequently backtracking is simply designed to ensure
that our estimate of 𝐿 is not too small, as gauged by the requirement
that 𝑓 is bounded locally by a quadratic form (Beck & Teboulle
2009; Nesterov 2014; Beck 2017). For our case, where the domain
is complex, the appropriate bound is

𝑓 (𝑥) ≤ 𝑓 (𝑦) + 2<
(
〈(𝑥 − 𝑦)∗ ,∇ 𝑓 (𝑦)〉

)
+ 𝐿

2
| |𝑥 − 𝑦 | |2, (13)

where< (·) indicates the real part, and 〈· , ·〉 is the dot product. We
check whether this inequality is satisfied at each step of the FISTA
iteration; if not we increase 𝐿 by a factor 𝜂 > 1 (we have adopted
𝜂 = 1.15) and reevaluate, repeating this process until the inequality
(13) is satisfied.

2.3.1 Initial wavefield and support constraint

A number of strategies exist for choosing the initial model in it-
erative approaches to phase retrieval, as described in Fannjiang &
Strohmer (2020). These methods include spectral initialisation, null
initialisation, pre-processing and random initialisation. In our case
we have very little a priori information on the underlying wavefield
so we use a simple initial guess: a single component model at the
origin (𝜏 = 0 = 𝜔). This choice corresponds to a constant predicted
dynamic spectrum 𝑍 .
We initialise the value of the only non-zero component in the initial

wavefield ℎ0 such that 𝑍 = �̄� where ·̄ indicates the average. That
is, our initial wavefield model reproduces the average value of the
observed dynamic spectrum without any further structure. As we are
confident that this component should be present in the wavefield – i.e.
it is automatically an approved component –we set the corresponding
element in the Λ matrix to zero, thus ensuring that we recover an
unbiased estimate of this component during optimisation.
As usual with phase retrieval problems, there is an ambiguity in

our model as can be seen from equation 7: if we rotated the phase
of the wavefield by some constant value, and thus also rotated the
phase of the dynamic field, the dynamic spectrum model, 𝑍 , would
not change. In other words: multiplying 𝐻 by 𝑒𝑖𝜙 does not affect 𝑍 .
Because of this, the wavefield ℎ can rotate in overall phase during
the fitting, and to prevent that from happening we force the phase at
the origin of the wavefield to be zero at all times.
In contrast to the secondary spectrum, the wavefield ℎ cannot

contain any signals at negative delays as they are not causal. This
provides a weak support constraint for our phase retrieval problem.
To implement this constraint in our algorithm, we set the negative
delay regions of the regularisationmatrix,Λ, to infinity, thus ensuring
that the soft-thresholding operator will always set the corresponding
wavefield coefficients to zero.
In addition to the familiar ambiguity in the overall phase of the

wavefield, the predicted dynamic spectrum (unlike the cyclic spec-
trum) is insensitive to the location of the origin of the wavefield
coordinates.6 This degeneracy, in combination with a causal sup-
port constraint, can introduce problems, as follows. Our initial, plane
wave model naturally represents the strongest individual plane wave
component in the real wavefield, no matter where it occurs. However,
that strongest component might actually be located at delay 𝜏0 > 0,

6 To see why: if we multiply our model 𝐻 by the phase factor exp[𝑖 (𝜏0𝜈 +
𝜔0𝑡) ], the model 𝑍 is unchanged.

so that any bona fide signal components in the delay range 0 ≤ 𝜏 < 𝜏0
will be eliminated from our model if we use a strictly causal support
constraint. To mitigate this problem we include a region with small
negative delays within our support; in our software this region has a
default extent of four pixels (but can be adjusted by the user).

2.3.2 Choice of regularisation level

The character of the solution returned by FISTA is strongly dependent
on the numerical value of the regularisation parameter, 𝜆: if 𝜆 is set
to a sufficiently large value then the optimum wavefield is ℎ = 0,
whereas if we use 𝜆 = 0 then there is no regularisation and the result
will be a fully dense wavefield that is strongly contaminated by the
twin image. Neither extreme is useful. Instead we need to choose a
value of 𝜆 that yields a highly sparse but non-trivial model; we will
call this value 𝜆init.
Based on testing with both real and simulated dynamic spectra

(typically with overall size 𝑁𝜈 × 𝑁𝑡 ∼ 106) we have found that
our hierarchical approach, H-FISTA (see §2.4), typically performs
best if the first FISTA iteration returns a wavefield model having 𝑁0
non-zero components with 10<∼ 𝑁0 <∼ 100. And we can relate 𝑁0 to
the initial gradient and regularisation level as follows. Excepting the
origin, our initial wavefield model is null, so the proximal operator in
equation 2 acts on the quantity −∇ 𝑓 (ℎ0)/𝐿. The proximal operator
(equation 3) yields a null result unless |ℎ| > 𝜆/𝐿, so the number of
non-zero components in the wavefield model after the first FISTA
iteration will be the number of components for which

|∇ 𝑓 (ℎ0) | > 𝜆init. (14)

Thus once 𝑁0 is selected we can choose a suitable value of 𝜆init: we
set 𝜆init equal to the 𝑁0-th largest value of the modulus of the intial
gradient. Unless otherwise specified, in this paper we have employed
𝑁0 = 60.
We note that while we can control the exact number of new com-

ponents present in the wavefield after the first FISTA iteration, we
cannot predict howmany non-zero components will be present in the
model after subsequent FISTA iterations. Empirically we have found
that the number of non-zero components in the optimised wavefield
model (for regularisation 𝜆 = 𝜆init) is typically within a factor ∼ 2 of
𝑁0.

2.3.3 Number of FISTA iterations

In our approach the FISTA algorithm is used multiple times, with
different levels of regularisation, as described in §2.4. Excepting the
first and last such levels, which have special requirements (see §2.4),
the aim at each stage is simply to improve the wavefield model, and
for this goal it suffices to use a fixed number of iterations, 𝑁iter,
in each FISTA optimisation. After some experimentation we chose
𝑁iter = 80, as this value seems to work well for both the synthetic
and real data we have tested our algorithm on.

2.3.4 Debiasing and hard thresholding

After FISTA has gone through 𝑁iter iterations, we stop the optimi-
sation. The model wavefield at this stage is affected by a number of
issues: a) the total number of non-zero components may be too small
to describe the data well b) some twin image components may be
present in the model, albeit hopefully only at low levels, and c) the
“new” components of the image – i.e. those for which the correspond-
ing value in the regularisation matrix Λ was above zero and finite –
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are biased by the soft-thresholding operation. We defer addressing
the first of these issues, and consider now the other two.
Dealing with bias in the wavefield model is straightforward: we

set the elements of Λ to zero where the wavefield is non-zero (and
∞ elsewhere), and run FISTA again. In this case our prox operator
is the identity (or else null), and we are performing a simple (un-
regularised) least-squares optimisation with a fixed support. After
this debiasing step we expect that all legitimate components of the
wavefield model ought to exceed the threshold value 𝜆/𝐿 used in
the prox operator (3) for the original, regularised FISTA optimisa-
tion. We can therefore reasonably exclude any weaker components
from the model on the grounds that they are less reliable than the
stronger ones and, in particular, they may well be components of the
twin image. We therefore apply a hard thresholding operation on the
debiased wavefield:

ℎ → 𝑇H (ℎ) = ℎ � Θ

(
|ℎ| − 𝜖

𝜆

𝐿

)
, (15)

whereΘ is the Heaviside step function. Our software includes a scal-
ing parameter, 𝜖 , for this hard thresholding step that can be adjusted
by the user, with 𝜖 = 1 by default.
If any components are removed by the hard thresholding operation,

we again perform an unregularised optimisation followed by hard
thresholding, and repeat. In our testing,most of the time only one such
loop is executed. The remaining non-zero components at this stage
are referred to as “approved” components, and to avoid introducing
unnecessary bias into our wavefield model we set the corresponding
elements of Λ to zero in all subsequent FISTA optimisations — as
per the comments following equation 11.

2.4 Hierarchically extending the wavefield model

The algorithm described above is designed to yield amodel wavefield
that is free of contamination by the twin image, and has unbiased
component values, but is likely to be too sparse to describe the data
accurately. We cannot improve the accuracy of the model by simply
increasing 𝑁0 (or, equivalently, decreasing the initial regularisation
𝜆init) without potentially increasing the level of contamination by the
twin image. Instead we take our optimised sparse wavefield model as
the starting point for a new FISTA optimisation, as already described
but with a lower level of regularisation, 𝜆 < 𝜆init. And this whole
process of optimisation, debiasing, hard-thresholding, and further
reducing the regularisation factor is repeated in a loop. We use a
geometric sequence of 𝜆 such that the k-th value of the regularisation
factor is:

𝜆k =
𝜆init
𝜂𝑘
𝜆

(16)

with scaling factor 𝜂𝜆 = 1.15. In this way we gradually build a
detailed description of the wavefield, while nevertheless imposing
significant regularisation on all of the new components as they are
added to the model, no matter what their strength.

2.4.1 Stopping criterion

The final piece we need to complete the H-FISTA algorithm is a stop-
ping criterion for looping through the 𝜆 values. We use two stopping
criteria and interrupt H-FISTA when either of them is triggered.
The first criterion, which we refer to as the sparsity criterion, is

simple: we stop iterating through 𝜆 values if the number of non-zero
components present in the wavefield exceeds a certain maximum
value. This criterion is used to ensure that the wavefield model is

indeed sparse, so that the optimisation process is well constrained.
In our software the default threshold level corresponds to a wavefield
with only 3 per cent of components being non-zero, but the threshold
can be adjusted by the user — e.g. in order to obtain solutions for
denser wavefields.
The second criterion, which we refer to as the spatial criterion, is

based on the idea that noise is uniformly distributed over the domain
of the solution, whereas the signal is not — signal components are
generally expected to be stronger near the origin, for example. Thus if
our𝜆 parameter is sufficiently small that we are adding predominantly
noise components we expect those new components to be added fairly
uniformly across the doppler-shift – delay space. In our test cases we
found that comparing the doppler-shift distribution of new wavefield
components with a uniform distribution worked best. Specifically,
we perform a Kolmogorov-Smirnov (KS) test if there are at least 100
new non-zero wavefield components, to determine how closely their
doppler-shifts conform to a uniform distribution across the accessible
doppler space. If the KS statistic is above a threshold we decide that
in the current loop of H-FISTA (i.e., current 𝜆 value) we added
primarily noise, discard the wavefield and use the wavefield obtained
with the previous 𝜆 value as the sparse solution.
We note that the threshold statistic should be quite small, much

smaller than what would be acceptable to decide the distribution of
the doppler-shift values is indeed uniform. This is because there will
often still be a number of components being added that are above
the noise and part of the wavefield, and those components are likely
to not be uniformly distributed. In other words, we are not trying
to capture the moment that the distribution achieves uniformity, but
rather when it starts veering towards it. In practice we found that a
KS probability value of 10−10 worked well for our test cases.
With these two criteria defined we run H-FISTA, with progres-

sively decreasing 𝜆, until either the spatial or the sparsity stopping
criterion is met. Our software implementation allows the user to ad-
just the threshold levels for either of these criteria, or to disable either
of them.

2.4.2 H-FISTA algorithm summary

Here we summarise the whole H-FISTA algorithm we use to obtain
a sparse solution for the wavefield.

Input: 𝜆init - initial regularisation parameter
or instead
𝑁0 - model components after the very first FISTA step
𝜖 - scale factor for hard thresholding operator 𝑇H
𝑁iter - number of iterations in each FISTA optimisation
𝜂𝜆 - 𝜆 scaling factor

Step k:
1. Set 𝜆𝑘 = 𝜆𝑘−1/𝜂𝜆
2. Set Λ = 0 where ℎ ≠ 0, 𝜆𝑘 elsewhere
3. Run FISTA
4. Set Λ = 0 where ℎ ≠ 0,∞ elsewhere
5. Run FISTA
6. Perform hard thresholding with threshold 𝜖𝜆/𝐿
7. If any components zeroed, go back to step 4
8. Check stopping criteria: exit or return to step 1

2.5 Obtaining a dense wavefield

By design, H-FISTA aims to capture the vast majority of significant
signals in a sparse model, as described above. However, there is no
clear boundary between “signal” and “noise” and users may be inter-
ested in wavefield components that are weaker than those identified
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by H-FISTA. In particular we note that components that are clus-
tered around a certain location in the solution space (𝜏, 𝜔) might be
individually insignificant but collectively significant. Consequently
we expect that most users will prefer a fully dense wavefield model
over the sparse solution that is provided by H-FISTA, and we have
therefore provided a mechanism for obtaining a dense model.
Our approach assumes that the sparse solution provided by H-

FISTA is close to the true minimum of the demerit. Thus it is likely
that themodel is constrained well enough that a simple unconstrained
FISTA can be used to fit the wavefield to the data. That is, we use
FISTA with a fixed number of iterations 𝑁dense = 1000 and with
𝜆 = 0 to obtain a dense solution. This number of iterations is likely
to be sufficient as we start close to the minimum demerit, and can be
adjusted as needed. The result is a fully dense model of the wavefield,
with non-zero values at all locations (𝜏, 𝜔)—even at negative values
of the delay.

2.5.1 Experimental application of the difference map to
densification

As mentioned in the introduction, the difference map algorithm is
commonly used for phase retrieval, but is not well suited to our
context because we have only very weak a priori support constraints
(i.e. causality). We did, however, try using the difference map as a
method of arriving at a dense wavefield, starting from the sparse
solution obtained with H-FISTA. At this stage a support constraint
is inappropriate because we want to obtain a non-zero estimate for
every point in the delay-doppler plane, but a strong constraint of
some kind is necessary in order to obtain a meaningful solution. By
design the sparse model arrived at with H-FISTA should contain all
of the statistically significant components of the wavefield, with the
remaining values being predominantly noise. In this circumstance
we can implement a histogram projection,7 as described by Elser
(2003), because we know the probability distribution function for
the noise.
In practice we found that this method did not perform as well as

the simpler approach described in the previous section: we found that
employing a noise-histogram projection suppressed the remaining,
weak signals in the wavefield — clearly an undesirable result. For
that reason we ultimately decided not to use the difference map for
densification.

3 APPLICATION TO SYNTHETIC DATA

We now demonstrate the usefulness and limitations of our method
using synthetic dynamic spectra.We start with an example of a noise-
free dynamic spectrum to demonstrate a perfect recovery of a sparse
wavefield using H-FISTA. We show the second case of a noise-free
data and use it to demonstrate some of the limitations of our method.
For a more realistic demonstration, we provide a third example in
which we add random noise to the wavefield recovered in the noise-
free case and use the resulting dynamic spectrum as input data for
H-FISTA.

7 This operator is a projection that forces components to follow a particular
statistical distribution

3.1 Noise-free sparse wavefield

3.1.1 Example of successful recovery

As a limiting case, we start by generating a sparse wavefield with
647 non-zero components and no noise, i.e., all the other compo-
nents are exactly zero. The location of the non-zero components was
selected randomly within a mask consisting of four separate areas at
positive delays. Of all components within the mask, one in eight was
assigned a non-zero complex value, with both phase and modulus
drawn randomly. The corresponding dynamic spectrum is shown in
the top panel of Fig. 2.
Using this dynamic spectrum as input, we run the H-FISTA al-

gorithm as described in § 2. We note that in the noise-free case the
stopping criterion will not work if we successfully recover the sparse
wavefield as there will never be any components with uniformly dis-
tributed doppler-shifts in the solution. The sparsity-based criterion
will also not interrupt the loop as the total number of components
in the wavefield is below the default threshold. Instead, we used 80
iterations per FISTA run and adjusted the regularisation parameter 𝜆
by 𝜂𝜆 = 1.15 for every step of the outermost loop of the algorithm
until the number of non-zero components in the wavefield stabilises.
To ensure the stability of the algorithm, we ran a number of addi-
tional iterations through regularisation level 𝜆 to check if the solution
remains stable.
In this case, we successfully recover the input wavefield and show

it in the bottom panel of Fig. 2. The middle panel shows an H-FISTA
diagnostic plot which shows several quantities.
The blue line is the base 10 logarithm of the demerit function. The

green line indicates the total number of non-zero components of the
wavefield. The orange line is the number of approved components,
i.e., components for which the regularisation parameter is 𝜆 = 0. The
continuous vertical grey lines indicate a change of 𝜆 value while the
thinner dotted grey lines indicate an end of a FISTA run and a hard
thresholding episode without adjusting 𝜆.
All these quantities are shown as a function of the global FISTA

iteration count. We note only some of the labels are provided to avoid
overlap.
A few features are notable in this diagnostic plot. First of all, for a

fixed 𝜆 value, we typically see a significant increase in the number of
all components which is expected as the regularisation allows more
components after a new value of 𝜆 is selected.
Secondly, most of the H-FISTA loops consist of only two FISTAs,

one with a specific value of 𝜆 and one debiasing run. In other words,
most of the time, one application of hard-thresholding is sufficient
and it is common to see no components being removed by this pro-
cess. We also see that the number of components often drops during
FISTA iterations as the soft thresholding can reduce them to zero.
The overall trend of the number of components is not monotonic.
The third insight is that there are H-FISTA loops with significant

hard-thresholding episodes. These occur relatively early on, around
a 1000 FISTA steps into the phase retrieval. These are crucial for re-
moving the twin image from thewavefield estimate and such episodes
are often seen for the successful retrievals.
One feature visible in this diagnostic plot is specific to the noise-

free case. Namely, the number of components stabilises at a fixed
value during the iteration number 62 of H-FISTA and the demerit
plummets rapidly once all the components are correctly identified
and debiased. Such behaviour would not be seen in cases with noise.
The solution remains stable after finding all the components of the
input wavefield.
Finally, we note that due to the large dynamic range of the plot

the demerit appears to monotonically decrease through the whole

MNRAS 000, 1–16 (2015)



8 Osłowski & Walker

0 100 200 300 400 500
Time [arbitrary]

0

100

200

300

400

500

F
re
q
u
en
cy

[a
rb
it
ra
ry
]

1 6 11 16 21 26 31 36 41 46 51 56 61 66
λ iterations

0 960 216
0
296

0
376

0
456

0
536

0
616

0
696

0
776

0
856

0
936

0
101

60
109

60

FISTA iterations

−30

−25

−20

−15

−10

−5

lo
g1
0(
d
em

er
it
)

−60 −40 −20 0 20 40 60
Delay [aribtrary]

−200

−100

0

100

200

D
el
ay

[µ
s]

0

100

200

300

400

500

600

N
on

-z
er
o
co
m
p
on

en
ts

Figure 2. Successful application of H-FISTA to simulated, noise-free data.
Top panel: the input dynamic spectrum, shown with inverted grey-scale in-
tensity. Middle panel: diagnostics of the H-FISTA loops as a function of the
total number of FISTA iterations and 𝑙𝑎𝑚𝑏𝑑𝑎 iterations. The blue line shows
the logarithm of the demerit, the green line shows the number of non-zero
components in the wavefield model, and the orange line shows the number
of “approved” components. Thicker, continuous grey lines indicate a change
of 𝜆 value, while the thinner, dotted grey lines mark the boundaries between
sequences of unregularised FISTA iterations. Bottom panel: the recovered
wavefield, shown as log10

(
|ℎ |2

)
. Essentially perfect recovery of the wave-

field is achieved in this case, with the number of components reaching a
plateau and the demerit limited by machine precision.

procedure. As we noted earlier, FISTA does not guarantee that the
demerit behaves thisway. There are oscillations of the demerit present
in this figure, however, they are too small to see with such a large
dynamic range.
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Figure 3. As figure 2, but with twice the number of non-zero components
in the input wavefield (see text, § 3.1.2). In contrast to figure 2 we can see
that: (i) the number of components in the model does not reach a plateau,
but continues to rise until the process is terminated; and, (ii) the best demerit
achieved is approximately eight orders of magnitude larger than the limit set
by machine precision. The resulting model is locally dense, and is a poor
rendition of the input wavefield. The lower panel shows the model obtained
after 20 H-FISTA iterations rather than for the last iteration.

3.1.2 Failed phase retrieval for noise-free case

Here we present an attempt at recovery of the wavefield from a noise-
free dynamic spectrum generated similarly as it was the case above
The only difference is that instead of one in eight, we now allow twice
as many components within the pre-selected regions to be non-zero.
That is, within the four regions of the wavefield seen in the bottom
panel of Fig. 2, one in four components are non-zero, resulting in a
wavefield that is less sparse locally.
Using the dynamic spectrum generated from this wavefield (shown

in the top panel of Fig. 3) we run H-FISTA using the same config-
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uration as before. In this case, the algorithm never converges and
the number of components would keep increasingly indefinitely if
we disabled the stopping criteria. Eventually, the whole available
parameter space would be occupied by non-zero components. Our
diagnostic plot shown in the middle panel of Fig. 3 shows the di-
agnostic extending until the end of 33rd H-FISTA iteration. The
sparsity stopping criterion is triggered for the iteration number 34
and we discard that iteration. The other crucial difference between
this diagnostic and that for the previous case is that the hard thresh-
olding episodes are not as significant with only a small number of
components set to zero. As a result, the twin image is never fully
removed and the wavefield recovery does not succeed.
In the bottom panel Fig. 3, we present the wavefield during one

of the H-FISTA steps to illustrate this failure mode. Specifically, this
solution was obtained after 20 iterations. We chose this particular
wavefield as at this step thewavefield has 1558 non-zero components,
which is close to the true number of components in the wavefield
from which we generated the input dynamic spectrum. Three of the
four regions have non-zero components in the wavefield solution at
this stage. However, there are too many components present. This
problem is most evident in the crescent-shaped region. The region
now extends beyond the boundaries visible in thewavefield recovered
in the successful case (bottom panel of Fig. 2). Furthermore, there
are components present even at the most negative delay we allow. As
𝜆 gets reduced further and further, the wavefield becomes more and
more densely populated and eventually all the allowed components
have non-zero values (not shown in the plots).

3.2 Sparse wavefield with noise

We now move on to a case of a synthetic dynamic spectrum based
on a sparse wavefield to which noise was added. That is, we have a
dense wavefield, but the actual signal is sparse. To simulate this, we
take the sparse wavefield used in § 3.1.1 and add random normally
distributed noise to the real and imaginary parts of every wavefield
component. The added noise has zero mean and variance is chosen
such that noise overlaps with the low end of the signal components
and about 90 per cent of the components of the input noise-free
wavefield are still above the highest modulus of the noise realisation.
The resulting dynamic spectrum is visually similar to what is shown
in Fig. 2, and is shown in the top panel of Fig. 4.
We run H-FISTA now with default settings on this input dynamic

spectrum. The only difference in the method compared to what we
did in § 3.1.1 is that we now include the stopping criteria as we
expect them to work properly in a case with noise. Furthermore, we
will calculate a dense solution which we did not do in the noise-free
case.
If we add too much noise, more components within the regions

with a signal are at a level comparable to the signal, thus turning this
recovery problem into a similar problem to what we have seen fail in
§ 3.1.2. In such cases, the resulting wavefield looks similar to what
we saw in the bottom panel of Fig. 3.
However, with the amount of noise specified above, the phase

retrieval succeeds. The diagnostic plot is shown in themiddle panel of
Fig. 4. Compared to the noise-free case for which the phase retrieval
failed, there are more hard-thresholding episodes. The demerit also
drops sharply during one of the iterations which was not seen in the
middle panel of Fig. 3. Compared to the noise-free version of the
same underlying wavefield, there is no sharp drop of the demerit
towards extremely low values, as the combination of sparsity and the
presence of noise prevents a perfect fit to data.
The diagnostic figure includes the 39th H-FISTA iteration which
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Figure 4. As figure 2, but with noise added to the input wavefield (with
the transfer function chosen for contrast on significant components of the
wavefield). In this case on the middle panel we extend the diagnostic plot
to include the iteration on which the stopping criterion was triggered for
demonstration purposes. We note that the diagnostic plot includes H-FISTA
steps beyond the stopping criterion for demonstration purposes.

triggered the spatial stopping criterion. We remind the readers that
this iteration is normally discarded and the sparse solution is the
wavefield estimated with the second last regularisation factor 𝜆. We
include it on the diagnostic plot in this case to demonstrate the sharp
increase in the number of components added which is often the case
when H-FISTA starts adding predominantly noise components.
H-FISTA iterations are interrupted by the spatial stopping crite-

rion. The sparse wavefield consists of 596 non-zero components.
While the number of non-zero components is very close to the num-
ber of components in the noise-free version of the wavefield, we note
that some of the components retrieved are noise components and
some of the signal components are missing. We use this sparse solu-
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tion to derive the dense wavefield as described in § 2.5. The resulting
wavefield is shown in the bottom panel of Fig. 4.
The retrieved wavefield is consistent with the noise-free input

wavefield (shown in the bottom panel of Fig. 2).

4 APPLICATION TO OBSERVED DYNAMIC SPECTRA

In § 3 we demonstrated that H-FISTA can successfully retrieve the
phases from some idealised synthetic dynamic spectra, both in the
noise-free case and for data with low levels of gaussian noise. In
this section we apply H-FISTA to analyse observed dynamic spectra.
Threemajor differences arise between the observed and simulated the
dynamic spectra: we generally do not know the answer upfront, the
data may be affected by radio frequency interference (RFI), and the
data may be affected by intrinsic variability with deleterious effects
on the phase retrieval in our implementation.
To provide a degree of verification, we use dynamic spectra for

which the wavefields are available in the literature. Before we move
on to applying our method to observed dynamic spectra, we address
the latter two issues.

4.1 Handling data imperfections

4.1.1 Dealing with radio frequency interference

Radio observations of pulsars are frequently affected by RFI. Here
we deal mostly with narrowband RFI and our method follows the
standard median filtering used in the pulsar community (see e.g., van
Straten et al. 2012).
To identify RFI in the dynamic spectrum, we calculate a running

median in a window of 21 samples. We then estimate the median
absolute deviation (MAD) of the data and mark anything more than
five times the MAD as RFI. This process is repeated at the end of
every loop of H-FISTA (that is, once per value of 𝜆) and the RFI
mask is updated.
We use the RFI mask to exclude affected parts of the dynamic

spectrum from the calculation of the residuals, estimation of the
Lipschitz constant, and estimation of the gradient. We note that our
RFI mask will often flag channels near the edges of the observed
band, where the bandpass response rolls off, effectively trimming the
dataset (if not already done as part of the data pre-processing).
Even if the RFI mask generated covers more of the dynamic spec-

trum than expected, we recommend proceeding as is and not tuning
the zapping algorithm as H-FISTA appears reasonably robust to los-
ing a small fraction (i.e., a few per cent) of the input data.
If the data contains gaps in time domain, e.g., due to a stop in

observation, the same method can be used to generate a mask to
remove these gaps by applying it to frequency averaged data instead.
Finally, we note that the users can provide a pre-existing mask of

RFI as input to the algorithm. Any further RFImitigation inH-FISTA
can also be disabled if desired.

4.1.2 Dealing with intrinsic variability

Another potential issue with data which can create difficulties with
phase retrieval using H-FISTA as formulated above, is variability of
flux of the pulsar, either intrinsic or external (e.g., due to instrumental
causes such as variable gain). This can show up as a high-frequency
changes of the intensity, even every time sample of the dynamic
spectrum.
In our case, we first estimate if this is likely to be an issue for

the input dynamic spectrum by visual inspection of the spectrum
itself, as well as of the Fourier transform of the frequency average of
the dynamic spectrum. In the dynamic spectrum space, the need for
filtering of the variability shows up as a striation.
If the inspection reveals the presence of striation, we calculate

the frequency average of data and normalise the full-resolution data
by that average. This method has been used by, e.g., Reardon et al.
(2019) and Wu et al. (2022). With the striation largely removed from
the dynamic spectrum,we do not include this variability in ourmodel.
Finally, we note that the data can be pre-processed in any other

way before using it as input for H-FISTA. By default, H-FISTA does
not perform any intrinsic variability correction.

4.2 Application to dynamic spectra of PSR J0837+0610

We begin with a dynamic spectrum of PSR J0837+0610, already
analysed by Walker et al. (2008). The data were recorded at MJD of
53009 with the Arecibo Observatory using the Wideband Arecibo
Pulsar Processor (WAPP, Dowd et al. 2000). The observation was at
the centre radio frequency of 321MHzwith bandwidth of 1.56MHz.
The data were split into 1024 frequency channels, and a total of 270
10-second sub-integrations. The dynamic spectrum shows striation
and thus we normalise it as discussed above. The dynamic spectrum
after normalisation is shown in the top panel of Fig. 5.
H-FISTA is stopped by the spatial criterion after 23 values of 𝜆. A

diagnostic plot is shown in the middle panel of Fig. 5. At the selected
step, the sparse wavefield consists of 4526 non-zero components.
The demerit drops rapidly during the first H-FISTA loop before
decreasing more gradually during a few steps. This is followed by
more rapid decrease during a few steps before more gradual decrease
yet again. As seen by the lack of more than one dashed line between
any continuous grey lines, very little hard thresholding is taking
place.
The single step procedure to obtain a dense solution results in the

wavefield presented in the bottom panel of Fig. 5. In this case the
phase retrieval with H-FISTA is quite successful. Other than a small
amount of power at zero delay, spread across various doppler values8,
there are no obvious artefacts present and wavefield at negative delay
values is consistent with noise. Comparing to Fig. 3 of Walker et al.
(2008), we see our retrieved wavefield is very similar to that earlier
result.

4.3 Application to dynamic spectra of PSR J1939+2134

We now analyse a dynamic spectrum of PSR J1939+2134 based
on observations reported by Walker et al. (2013), recorded at the
Arecibo Observatory using the Arecibo Signal Processor (ASP, De-
morest 2007). The dynamic spectrum, shown in the top panel of
Fig. 6, corresponds to the observations made on MJD 53873, span-
ning 3.555 MHz of bandwidth centred at 428 MHz and split into
4096 frequency channels. The data consists of 487 sub-integrations,
each 15 seconds long for a total of over 2 hours. These totals include
a gap of 285 seconds near the middle of the observation.
Before starting the H-FISTA algorithm, we determined that no

low pass filtering is required (see § 4.1.2) but we do generate a mask
to cover the gap in time around the 60-th minute. With this basic
pre-processing, we start H-FISTA with default values of parameters

8 The power at zero delay is likely a consequence of the simple approach to
the removal of striation.
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Figure 5. The top panel shows the observed dynamic spectrum of
PSR J0837+0610 in inverted grey scale after normalisation to remove stri-
ation. Middle panel shows the diagnostic plot of H-FISTA, see the caption
of Fig. 2 for details. The bottom panel is the dense wavefield obtained by
H-FISTA (with the transfer function chosen for contrast on significant com-
ponents of the wavefield).

as described in § 2. After iterating through 28 𝜆 values, the sparsity-
based stopping criterion is triggered; at this stage, the sparse solution
consists of 55225 non-zero wavefield components, or about 3 per
cent of the total phase space.
The H-FISTA diagnostic diagram, shown in the middle panel of

Fig. 6, looks qualitatively similar to that for the failed case of locally
dense phase retrieval. There is only one episode of hard-thresholding
reducing the component count.
Following the procedure described in § 2.5, we obtain a dense

wavefield from the sparse solution; the result is shown in the bottom
panel of Fig. 6. The dense solution has a few notable features: the
wavefield has a relatively dense core region (near the zero delay
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Figure 6. The top panel shows the observed dynamic spectrum of
PSR J1939+2134 in inverted grey scale. The white vertical stripe in the top
panel is a gap between observations. The middle panel shows the diagnostic
plot of H-FISTA, see the caption of Fig. 2 for details. The bottom panel is the
dense wavefield obtained by H-FISTA (with the transfer function chosen for
contrast on significant components of the wavefield).

and zero doppler-shift) as well as an asymmetric partially-filled arc
extending to larger delays. Close inspection of the core reveals that
the wavefield appears to be fragmented, that is, multiple large values
are interleaved with low values of the wavefield. This behaviour is
unsurprising for a 𝑙1-regularised optimisation, which tends to select
a single parameter from among a group of correlated parameters.
Comparing to the result obtained byWalker et al. (2013), who used

cyclic spectra as input, there are a few easily discerned differences.
First of all, the features in the wavefield retrieved in this work are not
as sharp as in the previous work. This also results in lower contrast
to the noise in the wavefield which is not surprising given we are
spreading the same amount of available power across a larger number
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of components. On the other hand, our approach is not affected by
the scattered power visible at low positive delays in Fig. 8 of Walker
et al. (2013).

5 DISCUSSION

In this section, we comment on the main issues that we are aware of
with the method we have presented, and also suggest some possible
avenues for improving the performance of the algorithm.

5.1 Error recognition

We have attempted to provide H-FISTA with default parameters that
should allow it to workwithout much user input. However, our testing
was limited to a small number of input dynamic spectra and users
are likely to encounter cases where the results can be improved with
some tweaks of the values of those parameters. Unfortunately there
are usually no recipes for how the parameters should be adjusted in
order to improve the results – users have to explore the parameter
space to some degree – but an important first step is to recognise
problems.
As usual for any in-line hologram, a clear indication of the phase

retrieval not succeeding is the presence of twin image components
in the wavefield (see e.g., Liu & Scott 1987; Guizar-Sicairos &
Fienup 2012). During the H-FISTA iterations, this contamination is
seen as the brighter parts of the twin image (i.e. an inverted copy
of the wavefield) appearing in one or more areas of the wavefield
— usually in the vicinity of bright regions. This phenomenon is
readily understood: the Fourier transform of the dynamic spectrum
is a convolution of the wavefield with its twin, and the phase retrieval
process can also be thought of as a deconvolution; errors in the phase
retrieval thus leave remnants of convolved structure in the wavefield
model.
With H-FISTA, which gradually builds up structure in the wave-

field model, deconvolution errors can sometimes be spotted at an
early stage in the process (i.e. when the regularisation is strong).
Naturally, deconvolution errors are easiest to spot when the underly-
ing wavefields are indeed highly sparse, as the features are visually
sharper in this case.
The twin imagemay alsomanifest itself at a low level in its “proper

place” – at negative delays – in the fully-dense wavefield model. This
type of error is relatively straightforward to dealwith: it seems to arise
when H-FISTA stops too soon, and that can be remedied by relaxing
the relevant stopping criterion. A good, dense wavefield solution
should appear entirely noise-like in the negative delay half-space. Of
course thewavefieldmay containmanymore components ifH-FISTA
is pursued to smaller values of 𝜆, whereas the whole approach relies
on sparsity to regularise the solution, so this is potentially dangerous.
However, our default limit is a sparsity of only 3 per cent, which is
quite conservative, so there is scope for users to relax the stopping
criterion if the data demand it. Our experience with high signal-to-
noise dynamic spectra is that H-FISTA is actually remarkably stable
even with models that have component densities much higher than
3%. At low signal-to-noise, on the other hand, users might need
stricter limits on component numbers.

5.2 H-FISTA models of locally dense wavefields

In §3 we showed the result of applying H-FISTA to two examples
of noise-free synthetic dynamic spectra, the first of which provided
a perfect reconstruction of the input model whereas the second one

failed to find the correct model. In both cases the input model was
fairly sparse, but the principal difference between the two cases was
the level of sparsity — the successful case had approximately half
the number of components as the case that failed, within an overall
wavefield morphology that is otherwise similar. Indeed it appears
to be the local density of the wavefield that causes problems for
H-FISTA, as we also tested denser input wavefields and they too
failed.
When H-FISTA is working on real data there is no clear cut divi-

sion between success and failure – the issues are more subtle – but
here too we can see that H-FISTA struggles if the underlying wave-
field is dense. The wavefield retrieved from the dynamic spectrum
of PSR J1939+2134 in § 4.3, can be seen to be locally dense in the
analysis of Walker et al. (2013) (see their Fig. 8). By contrast the
wavefield we have obtained, shown in the bottom panel of Fig. 6, is
fragmented, not smooth, and shows many instances of strong com-
ponents surrounded by much weaker ones (comparable in strength to
the noise). This behaviour is seen everywhere that significant signal
is present in our wavefield model, but a particularly important case is
the signal at the origin, which is much brighter – by almost an order
of magnitude – than any other component in the model.
That concentration of power in the pixel at the origin is at least

partly responsible for the diffuse appearance of the faint structure at
large delay in the bottom panel of Fig. 6, as follows. The Fourier
transform of the dynamic spectrum is a sum of products of compo-
nents drawn pairwise from the wavefield, and much of that structure
is contributed by terms in which one of the components is located
close to the origin — because the signals are usually strongest in
the vicinity of the origin. Now suppose that the true wavefield has,
for example, a feature at large delay with a doppler width 𝛿𝜔, and
a comparable width to the strong signals around the origin. If our
model wavefield is, instead, approximately a delta-function near the
origin it follows that the feature at large delay will be forced to have a
width 2 𝛿𝜔 in order to match the range of doppler-differences in the
data.
It is hardly surprising that H-FISTA tends to produce a fragmented

model where the underlying wavefield is actually smooth: in penal-
ising models by their 𝑙1 norm we are encouraging exactly that result.
Indeed LASSO is known to preferentially select a single variable
from a group of correlated variables (see e.g., Zou & Hastie 2005).
As such, H-FISTA is better suited to phase retrieval in instances
where the underlying wavefields are sparse not only globally but also
locally, such as presented in § 4.2 for the case of PSR J0837+0610.
However, notwithstanding the problems just described, the models
produced by H-FISTA may prove adequate even for relatively dense
wavefields such as the case of PSR J1939+2134— depending on the
specifics of the user’s data and the ultimate goal of the analysis.
Finally, we note that even if a spectrum is locally dense, if the

adjacent components vary greatly in strength itmay appear effectively
sparse at each level of regularisation. If so, H-FISTA can be expected
to return better results than if all the nearby components have a similar
strength.

5.3 The influence of H-FISTA parameters

Although our software has default settings for all of the parameters
needed for H-FISTA, users can override each of these choices to
control the algorithm as desired. We offer the following, relevant
commentary.
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5.3.1 Number of FISTA iterations

If the number of FISTA iterations is too small then phase retrieval
is likely to fail simply because the model wavefields at each level of
the hierarchy are not sufficiently close to optimal. For example, we
found that 𝑁iter = 40 (or less) was typically too small to yield good
results on our test data.
While the assertion that having too few iterations can cause prob-

lems should not be surprising, a more unexpected result is that in-
creasing 𝑁iter can sometimes lead to failure. For example: in one test
on the dynamic spectrum analysed in § 3.1.1 we found that increasing
𝑁iter from our default value of 80 continued to give perfect results
until 𝑁iter = 160, which failed. In this example, though, it appears
that increasing the number of iterations is not really the cause of
the failure, because further increase met with success. Instead we
interpret this as a lack of robustness in the algorithm and a simple
case of bad luck. However, the majority of parameter combinations
enable successful twin image removal and wavefield retrieval.

5.3.2 Buffer zone of negative delays

As already discussed in § 2.3.1, a buffer of allowed negative delays
may be necessary to accommodate a non-zero delay in the strongest
component of the true wavefield. However, this buffer zone should
not cover a large range in delay, otherwise it may be difficult for
the algorithm to separate the wavefield from its twin image. We
recommend that users do not increase the size of the buffer from the
default unless they are sure that the data demand it.

5.3.3 Scaling of 𝜆

In order to hierarchically retrieve more wavefield components, we
sequentially lower 𝜆 as defined in equation 16. Increasing 𝜂𝜆 would
result in faster progress through the range of 𝜆 values of interest,
which is desirable. However, if the steps in successive values of 𝜆 are
too large then it may be more difficult to separate components of the
wavefield from those of its twin. Our default value of 𝜂𝜆 = 1.15 was
chosen as a good balance between speed and likelihood of success, for
the dynamic spectra that we tested the algorithm on. If the wavefield
has a particularly narrow distribution of component moduli then a
smaller value of 𝜂𝜆 may be appropriate.

5.4 Possible improvements of the method

No doubt H-FISTA could be improved in a great variety of ways;
but in application to real data (§4) the most objectionable feature
of the current algorithm seems to be its tendency to produce frag-
mented models when the underlying wavefield is actually smooth.
Although this behaviour is inherent in the sense that 𝑙1 regularisa-
tion encourages sparsity, it is possible that a different set of basis
functions could yield a better result. For example: a wavelet basis
might offer a much better representation of a smooth wavefield, for a
given number of non-zero coefficients, than the delta-function basis
we have used. It should be a straightforward matter to explore the
relative merits of different basis functions, because the gradient of
the demerit follows immediately from the basis transformation itself
— as with the Fourier relationship in equation (A15), for example.
We note that when considering a different set of basis functions it is
appropriate to revisit the choice of the initial wavefield, which in our
case was a delta-function at the origin.
A different way of tackling the same problem is to use the so-called

“elastic net” regularisation (Zou & Hastie 2005) instead of LASSO.

In brief, the former uses both 𝑙1 and 𝑙2 regularisation as opposed to
the latter which only uses 𝑙1. One of the motivations for elastic net
was to help address the problem of LASSO preferentially choosing
a single variable from a group of related ones, and to perform better
in situations with relatively few constraints compared to number of
variables.
Finally we note that the difficulty of determining awavefieldmodel

would be lessened considerably if the input dataset contained some
explicit phase information. In a dynamic spectrum there is no such
information, but in a dynamic cyclic spectrum (Demorest 2011) there
is, and from the outset H-FISTA was designed with a view to being
easily modified for application to cyclic spectroscopy. The current
generation of pulsar instrumentation does not provide cyclic spectra
as a standard data product, so for contemporary, or indeed historical
datasets9, we are obliged to retrieve phases if we want to know
the structure of the wavefield. We note that instruments capable of
providing cyclic spectra as a standard data product are in development
for new generation of wide-band receivers (Dolch et al. 2021).

6 CONCLUSIONS

We have described H-FISTA: a sparse phase retrieval method for pul-
sar dynamic spectra. This approach uses the 𝑙1 norm of the wavefield
to regularise fits to the data, with increasingly detailed models built
up as the level of regularisation is progressively lowered. We applied
this method to both simulated and observed dynamic spectra. With
noise-free simulations we demonstrated that perfect reconstruction
can be achieved if the wavefield is sufficiently sparse, but this out-
come is not guaranteed and the algorithm can fail to converge on the
correct model even at quite modest local wavefield densities of order
20 per cent. When applied to real data H-FISTA performed well on
a test dynamic spectrum for PSR J0837+0610, in which the scatter-
ing is highly anisotropic and the wavefield is thus instrinsically very
sparse. On denser wavefields, such as exhibited by PSR J1939+2134,
the method struggles as it tries to impose sparsity that is not present
in the data. Nevertheless, even in this case the model wavefield does
not appear to be badly corrupted by the twin image andH-FISTAmay
prove useful for modelling similar datasets. Our software is freely
available and we encourage pulsar astronomers to apply it to their
own dynamic spectra.
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DATA AVAILABILITY

All the dynamic spectra presented in this work are available publicly
at this digital object identifier: 10.5281/zenodo.7007226. The code
to perform H-FISTA on these or any other data is available publicly
at https://github.com/sosl/H-FISTA/. The code repository includes
notebooks which were used to produce the results presented in this
work.
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APPENDIX A: GRADIENT EVALUATION

Here we introduce the Wirtinger derivative and derive the corre-
sponding gradient of the demerit, 𝑓 .

A1 Wirtinger derivatives

The Wirtinger derivatives with respect to the variable 𝑧 = 𝑥 + 𝑖 𝑦

(𝑧 ∈ C; 𝑥, 𝑦 ∈ R), and its complex conjugate, 𝑧∗, are:

𝜕

𝜕𝑧
≡ 1
2

(
𝜕

𝜕𝑥
− 𝑖

𝜕

𝜕𝑦

)
, and

𝜕

𝜕𝑧∗
≡ 1
2

(
𝜕

𝜕𝑥
+ 𝑖

𝜕

𝜕𝑦

)
. (A1)

In caseswhere the function of interest, 𝑓 (𝑧), is analytic in 𝑧 ∈ C (i.e. it
satisfies the Cauchy-Riemann conditions), the Wirtinger derivatives
evaluate to
𝜕 𝑓

𝜕𝑧
= 𝑓 ′(𝑧), and

𝜕 𝑓

𝜕𝑧∗
= 0, (A2)

where 𝑓 ′ denotes the usual derivative of a complex analytic function.
However, the utility of the Wirtinger derivatives is that they are not
restricted to analytic functions.
As an example we consider the case

𝑓 = |𝑧 |2 = 𝑧∗𝑧, (A3)

for which the definitions (A1) yield the results

𝜕 𝑓

𝜕𝑧
= 𝑧∗, and

𝜕 𝑓

𝜕𝑧∗
= 𝑧, (A4)

even though 𝑓 in this case is not analytic, so 𝑓 ′ does not exist.
The functional form in equation A3 is encountered when undertak-

ing a least-squares fit to data, if the model parameters are complex.
This example also illustrates a general rule for the application of
Wirtinger derivatives: in practice it is not necessary to use the def-
initions in equation A1 to evaluate the derivatives; instead we can
simply write the function as 𝑓 = 𝑓 (𝑧, 𝑧∗) on the domain C2 and form
the partial derivative with respect to 𝑧 holding 𝑧∗ constant, and vice
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versa. At first sight this may be confusing, because when we restrict
the domain to C, 𝑧∗ is fixed by 𝑧 and vice versa. However, it is an
approach that can be rigorously justified and it effects a consider-
able simplification in the evaluation of derivatives (Kreutz-Delgado
2009).
For functions of several variables, 𝑧𝑛 = 𝑥𝑛+𝑖 𝑦𝑛 (𝑧𝑛 ∈ C; 𝑥𝑛, 𝑦𝑛 ∈
R; 𝑛 = 1, 2, . . . , 𝑁), we follow Brandwood (1983) and define the
gradient as

∇ ≡
(
𝜕

𝜕𝑧∗1
,
𝜕

𝜕𝑧∗2
, . . . ,

𝜕

𝜕𝑧∗
𝑁

)𝑇
, (A5)

where 𝑇 denotes the transpose. This definition conforms to the ex-
pectation that ∇ 𝑓 is the direction of steepest increase of 𝑓 . The first
order expansion of a real-valued function, 𝑓 (z), around a point z0 is
then

𝑓 (z) ' 𝑓 (z0) + 2Re{〈(∇ 𝑓 )†0 · (z − z0)〉}. (A6)

where † denotes the Hermitian conjugate.

A2 Gradient of the demerit for fitting to dynamic spectra

In this paper we are concerned with matching models to measured
dynamic spectra, 𝐷 (𝜈, 𝑡), and our model spectra take the form

𝑍 (𝜈, 𝑡) = 𝐻 (𝜈, 𝑡)𝐻∗ (𝜈, 𝑡), (A7)

where 𝐻 (𝜈, 𝑡) is the electric field as a function of radio-frequency,
𝜈, and time, 𝑡. We quantify how well our model fits the data by
calculating the demerit

𝑓 ≡ 1
2

∑︁
𝑅2, (A8)

in terms of the residual

𝑅 = 𝑍 (𝜈, 𝑡) − 𝐷 (𝜈, 𝑡), (A9)

and the sum in equation A8 is taken over the full range of (𝜈, 𝑡) that
wewish tomodel.We need to evaluate derivatives of the demerit with
respect to each of the various model parameters. Note that, because
𝑓 is real, 𝜕 𝑓 /𝜕𝑧∗ = (𝜕 𝑓 /𝜕𝑧)∗.
We evaluate the Wirtinger derivatives of the demerit with respect

to a set of parameters that characterises 𝐻 (𝜈, 𝑡). We introduce the
(two-dimensional) Fourier transform ℎ = F (𝐻) in discrete form

ℎ 𝑗 =
∑︁
𝑘

𝐻𝑘 exp
{
2𝜋𝑖(𝜏𝑗𝜈𝑘 + 𝜔 𝑗 𝑡𝑘 )

}
, (A10)

with inverse 𝐻 = F −1 (ℎ) in discrete form

𝐻𝑘 =
1

𝑁𝜈𝑁𝑡

∑︁
𝑗

ℎ 𝑗 exp
{
−2𝜋𝑖(𝜏𝑗𝜈𝑘 + 𝜔 𝑗 𝑡𝑘 )

}
, (A11)

where the indices 𝑗 and 𝑘 each range over𝑁𝜈×𝑁𝑡 distinct values, thus
providing a complete description of𝐻 and ℎ.We refer to the variables
𝜏 and 𝜔 as delay and doppler-shift, respectively, and we refer to ℎ

as the wavefield. We choose (𝜏, 𝜔) as our modelling space, and we
require the model wavefield to be causal, i.e. ℎ(𝜏, 𝜔) = 0 ∀ 𝜏 < 0.
As per equation A5, the appropriate gradient operator is

∇ =

(
𝜕

𝜕ℎ∗1
,
𝜕

𝜕ℎ∗2
, . . . ,

𝜕

𝜕ℎ∗
𝑁

)𝑇
. (A12)

And we can evaluate each derivative by making use of the chain rule:

𝜕 𝑓

𝜕ℎ∗
𝑗

=
∑︁
𝑘

{
𝜕 𝑓

𝜕𝐻 ∗
𝑘

𝜕𝐻 ∗
𝑘

𝜕ℎ∗
𝑗

+ 𝜕 𝑓

𝜕𝐻𝑘

𝜕𝐻𝑘

𝜕ℎ∗
𝑗

}
(A13)

=
∑︁
𝑘

𝜕 𝑓

𝜕𝐻 ∗
𝑘

𝜕𝐻 ∗
𝑘

𝜕ℎ∗
𝑗

(A14)

= 1
𝑁𝜈𝑁𝑡

∑︁
𝑘

𝜕 𝑓

𝜕𝐻 ∗
𝑘

exp
{
2𝜋𝑖(𝜏𝑗𝜈𝑘 + 𝜔 𝑗 𝑡𝑘 )

}
, (A15)

Thus, up to a normalising constant, the gradient with respect to ℎ is
just the Fourier transform of the gradient with respect to 𝐻, and the
components of the latter evaluate to

𝜕 𝑓

𝜕𝐻∗
𝑘

= 𝑅(𝜈𝑘 , 𝑡𝑘 ) 𝐻 (𝜈𝑘 , 𝑡𝑘 ) = 𝑅𝑘 𝐻𝑘 . (A16)

APPENDIX B: ESTIMATING THE LIPSCHITZ CONSTANT

As noted earlier, we have been unable to derive an analytic esti-
mate of the Lipschitz constant appropriate to our context, but the
backtracking procedure described in §2.3 mitigates that difficulty. To
proceed we need only an approximate initial estimate of 𝐿, which
can then be increased as necessary to satisfy the condition (13); a
suitable estimate can be made as follows.
Our initial wavefield model is a plane wave at the origin, with

the phase set to zero. Now consider the hypothetical case where the
dynamic spectrum is simply a constant, so that𝐷 (𝜈, 𝑡) = �̄� ∀ 𝜈, 𝑡. A
model dynamic field𝑌 (𝜈, 𝑡) =

√
�̄� will precisely match that dynamic

spectrum, so 𝑓 (𝑦) = 0 and ∇ 𝑓 (𝑦) = 0. We can explicitly evaluate the
demerit for any other model 𝑋 = 𝑌 +Δ, from the definition (A8), and
in the simple case where Δ is also a constant, and small compared to
𝑌 , the result is

𝑓 (𝑥) = 2 𝑁𝜈𝑁𝑡 �̄� Δ2, (B1)

to lowest order in Δ. The demerit for this model should also satisfy
equation 13, which simplifies to

𝑓 (𝑥) ≤ 𝐿

2
| |𝑥 − 𝑦 | |2. (B2)

Now for constant Δwe have 𝑥− 𝑦 = F (Δ), which is zero everywhere
except for a component of amplitude 𝑁𝜈𝑁𝑡 Δ at the origin. The
backtracking condition thus gives us a lower limit on the Lipschitz
constant of

𝐿 ≥ 4 �̄�
𝑁𝜈𝑁𝑡

, (B3)

and we use that limit as our initial estimate of 𝐿.

APPENDIX C: COMPUTATIONAL PERFORMANCE

In table C1, we present a summary of the performance of the H-
FISTA algorithm as described in this article. We present the time
required to compute the sparse and dense wavefields for all the cases
we presented. The reported times are based on running the algorithm
on the author’s laptop which has an Intel® Core™ i7-1068NG7 pro-
cessor. We used two threads for all the Fourier transforms.
One of the computationally expensive aspects of the algorithm,

and one which does not happen at a predictable frequency, is the
backtracking. This is one of the main reason for the variation of the
algorithm performance. However, we can roughly estimate that H-
FISTA takes about one second to run five FISTA iterations per every
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Model Size Sparse [min] Iterations Dense [min]

NF 12.5 per cent 262, 144 19.8 11, 120 N/A
12.5 per cent 262, 144 11.6 6, 880 1.4
NF 25 per cent 262, 144 10.0 5, 840 N/A

PSR J0837+0610 276, 480 7.8 4, 080 1.5
PSR J1939+2134 1, 994, 752 104.2 6, 000 16.5

Table C1.Estimated computation time for calculating sparse and dense wave-
fields, for all the cases presented in this article. “NF” indicates noise-free
dynamic spectra. We also present the size of the model, that is the total count
of pixels in the dynamic spectrum. We note that the iterations count includes
the iterations which led to the triggering of one of the stopping criterion and
thus are higher than the numbers shown on most of the figures.

half a million pixels in the dynamic spectrum on our computational
setup.

This paper has been typeset from a TEX/LATEX file prepared by the author.
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